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Whilst facial recognition systems are vulnerable to di®erent acquisition conditions, most

notably lighting e®ects and pose variations, their particular level of sensitivity to facial aging

e®ects is yet to be researched. The face recognition vendor test (FRVT) 2012's annual
statement estimated deterioration in the performance of face recognition systems due to

facial aging. There was about 5% degradation in the accuracies of the face recognition sys-

tems for each single year age di®erence between a test image and a probe image. Conse-
quently, developing an age-invariant platform continues to be a signi¯cant requirement for

building an e®ective facial recognition system. The main objective of this work is to address

the challenge of facial aging which a®ects the performance of facial recognition systems.

Accordingly, this work presents a geometrical model that is based on extracting a number of
triangular facial features. The proposed model comprises a total of six triangular areas

connecting and surrounding the main facial features (i.e. eyes, nose and mouth). Further-

more, a set of thirty mathematical relationships are developed and used for building a feature

vector for each sample image. The areas and perimeters of the extracted triangular areas are
calculated and used as inputs for the developed mathematical relationships. The performance

of the system is evaluated over the publicly available face and gesture recognition research

network (FG-NET) face aging database. The performance of the system is compared with
that of some of the state-of-the-art face recognition methods and state-of-the-art age-in-

variant face recognition systems. Our proposed system yielded a good performance in term of

classi¯cation accuracy of more than 94%.
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List of Abbreviations and Acronyms

FRVT : face recognition vendor test

FG-NET : face and gesture recognition research network

AAM : active appearance model

PCA : principal component analysis

TSP : triangle similarity proportion

SVMs : support vector machines

LOPO : leave one person out

CI : con¯dence intervals

VR : veri¯cation rate

HTER : half total error rate

EER : equal error rate

1NN : one nearest neighbor

FP : false positive

LBP : local binary patterns

1. Introduction

Biometric veri¯cation technological innovation plays an important role in informa-

tion privacy and security. Recently, it has gained increasing attention from

researchers in the ¯eld of computer vision. Biometrics is the technique used to dis-

tinctly identify individuals in accordance with some form of unique physiological or

potential tendency of characteristics. These include ¯ngerprints, facial recognition,

palm geometry, iris identi¯cation, vein recognition, signature recognition and voice

recognition.1

Facial recognition is considered as the most ideal biometric technique.1 It per-

forms the authentication task based on the personal facial features of human beings.

Related studies have involved facial detection, face expression recognition, face

tracking and identity recognition. The accuracy of facial recognition is usually af-

fected by substantial intra-class variations due to underlying factors including age,

pose, lighting and expression. As a result, the majority of the current works focus on

the e®orts of minimizing the e®ects of such variations that could deteriorate the

overall performance of the facial recognition. However, the e®ects of facial aging on

the performance of the facial recognition systems have not been thoroughly studied.

Thus, there is a need to develop facial recognition algorithms which are generally

invariant towards aging variations.2 These algorithms are called age-invariant facial

recognition method.

Facial aging is known as a complex process that varies both shape and texture of

the facial area. Shape variations include craniofacial, whereas texture variations

include skin coloration, lines and/or wrinkles. Shape and texture are both considered

as the common facial aging patterns. Since the aging process occurs throughout

di®erent ages, it can be classi¯ed into the above-mentioned aging patterns. As a
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result, an age-invariant facial recognition method should account for these aging

patterns.3

The applications of age-invariant facial recognition are lost children investiga-

tions, human-computer interaction and passport photo veri¯cation. These applica-

tions possess two basic attributes: (1) Signi¯cant age di®erence between probe and

gallery photos (photos acquired within enrollment and also authentication phases)

and (2) failure to acquire the person's facial photo in order to update the template.2

Furthermore, real-world conditions continue to be challenging, mainly due to the

great deal of changes in the process of acquiring faces. For example, criminal o®ense

inspections and society safety organizations must frequently ¯t a probe photo with

registered photos in a database. This may depict signi¯cant di®erences in facial

characteristics due to the presence of di®erent age groups. Numerous attempts have

already been made to overcome such challenges.

The research on age-invariant face recognition has increased since 2002.4 One of

the ¯rst works related to recognizing an aging face from digital images belongs to

Kwon and Lobo.5 In their system, they used certain facial anthropometric mea-

surement to represent shape variations due to aging. Moreover, they addressed

texture variations using the thickness of facial lines and wrinkles. Ling et al.,2,6 in-

vestigated the e®ect of age variations on the performance of facial recognition during

a passport picture authentication procedure. They presented a non-generative con-

cept, in which a face operator is determined and extracted using image gradient

orientations from several image resolutions. Then, support vector machines (SVMs)

are used to perform aging facial veri¯cation.

Lanitis et al.,7,8 presented a method which generally adopts the active appear-

ance model (AAM) to perform age estimation. They developed a facial aging model

that incorporates both texture intensity and shape variations information. Geng

et al.,9,10 studied an aging pattern subspace based on the concept that similar faces

age in similar ways. Guo et al.11 proposed a kind of age manifold learning pattern for

facial age estimation. The facial aging features are extracted and locally altered.

They used a robust repressor to predict the ages of human beings. Furthermore, Fu

and Huang12 proposed a technique for manifold learning where a low-dimensional

manifold could be identi¯ed from a set of facial images that were arranged according

to age. Linear and quadratic regression functions were applied on the low-dimen-

sional feature vectors through the particular manifolds to demonstrate facial age

estimation. Ramanathan and Chellapa13 presented a functional two-step strategy to

model the aging process of adults. Such model is composed of facial texture and

shape variations. In their model, shape variations are modeled by developing

physical layouts which usually characterize the abilities of the facial muscular

tissues.

Drygajlo et al.14 demonstrated the e®ective use of a Q-stack classi¯er to perform

facial aging authentication. Mahalingam and Kambhamettu15 proposed a probabi-

listic method for facial veri¯cation over facial aging. In the proposed method, facial
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features descriptors are extracted from hierarchical manifestation of face photos.

These descriptors are then applied within a probabilistic model designed for veri¯-

cation applications. Park et al.16 introduced a facial aging simulation approach,

which is able to learn shape and texture aging patterns by using principle component

analysis (PCA) coe±cients.

Suo et al.17 proposed a dynamic model to imitate the facial aging process. The

proposed model is a facial growth model which is in°uenced by age and hair char-

acteristics. The model describes each photo using a multi-layer and-or graph which

incorporates adjustments of hairstyle. It also recognizes deformations, shape, and

wrinkles variations within the facial components. Singh et al.18 employed a facial

aging approach that projects the probe and gallery facial images to polar coordinate

space. Moreover, it minimizes the changes in facial characteristics due to facial aging.

Tiddeman et al.19 adopted a face age simulation approach. They presented a func-

tional wavelet transformation to model composite facial images. Burt and Perrett20

proposed a face age simulation technique that uses texture and shape information for

forming composite facial images comprising several age ranges. They evaluated and

analyzed particular facial cues that are in°uenced by age.

Ramanathan et al.13 presented an age-di®erence Bayesian classi¯er to be used

with passport photo veri¯cation applications. Most of the previously proposed

approaches attempted to eliminate such challenges by imitating the facial aging

models. However, these are still far from hands-on utilization. An interesting concept

of utilizing the most age-invariant facial region, i.e. Periocular area, was presented in

Ref. 21, where the fusion of Walsh–Hadamard transform and LBP (so-called Walsh–

Hadamard transform Encoded LBP, WLBP) was applied to this facial segment.

Next, the unsupervised discriminant projection (UDP)22 was used to build subspaces

of the images. Fazli et al.23 proposed two methods: discrete wavelet transform and

combination discrete wavelet transform with gradient orientation for feature re-

presentation, followed by a principal component analysis to reduce the features

dimensions, then recognize by Euclidean distance.

Most recently, Boucha®ra et al.24 introduced a novel formalism that performs

dimensionality reduction and captures topological features (such as the shape of the

observed data) to conduct pattern classi¯cation. This mission is achieved by: (1)

Reducing the dimension of the observed variables through a kernelized radial basis

function technique and expressing the latent variables probability distribution in

terms of the observed variables; (2) disclosing the data manifold as a 3D polyhedron

via the �-shape constructor and extracting topological features and (3) classifying a

data set using a mixture of multinomial distributions. They have applied their

methodology to the problem of age-invariant face recognition.

Our system is designed to deal with the e®ect of facial aging on the performance of

facial recognition systems. We are proposing a simple, fast, yet robust geometric

approach. Our work includes developing a mathematical and geometrical model to

maintain the degree of similarity between six triangular facial features connecting
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and characterizing the main facial features. The system is anticipated to work with

real-time applications such as airports identity veri¯cation systems where the overall

processing time and false positive (FP) rate are critical factors.

The remainder of this paper is organized as follows: Section 2 describes the pro-

posed face recognition geometrical model. Section 3 is dedicated to the feature se-

lection methods, data normalization methods, and classi¯ers used throughout the

experimental part. The results and discussions are presented in Sec. 4. The conclu-

sion and future work are presented in Sec. 5.

2. The Proposed Geometric Model

In an endeavor to model the facial variations associated with aging, the proposed

model drives a set of triangle ratios. The proposed approach drives a set of triangular

regions over the face by connecting some of the facial feature points alternatively.

The triangular regions cover areas of the face that are assumed to change in size with

aging. A set of mathematical relationships that represent the ratios between the

di®erent triangular regions are derived. The outcome of the mathematical relation-

ships is used to build a feature vector for each sample image. Such approach attempts

to model the way the main facial features (i.e. eyes, nose and mouth) are correlated

with each other as e®ect of aging. Moreover, the proposed method models the cra-

niofacial growth process, which is usually experienced during childhood as e®ect of

aging, by using a simple yet e®ective approach.

A block diagram of the main phases of our proposed geometric model is illustrated

in Fig. 1. First, the test image will be passed to the system (in the experimental part,

all the test images are collected from the face and gesture recognition research net-

work (FG-NET) database). Then, the coordinates for a total of 12 facial feature

points are retrieved. The FG-NET25 database images are available with annotation

of a number of facial feature points, where the coordinates of such points are at-

tached to the database in text ¯les. As Fig. 2 shows, there are a total of 68 facial

features (focal) points in each annotated sample image in the FG-NET database.

However, only 12 facial feature points are considered in our proposed model as

illustrated in Fig. 3. The coordinates of the selected 12 facial feature points will be

passed to the system. The retrieved coordinates of the facial feature points will be

used to form six di®erent triangular regions surrounding the main facial features (i.e.

eyes, nose and mouth). Subsequently, the parameters of the triangular regions (i.e.

perimeters and areas) are calculated using the standard formulas. Finally, the

parameters of the triangles are passed to a set of developed mathematical equations

to build the feature vectors for the sample images. The main phases of our proposed

system will be discussed in more details in the following section.

The six triangular regions adopted in the proposed model are illustrated in

Figs. 4(a)–4(f). The ¯rst triangle (T1) covers the distance between the inner corners

of the eyes and the distances between the inner corners of the eyes and the center of

the nose. The second triangle (T2) mainly covers the size of the nose. The third

Age-Invariant Face Recognition Using Triangle Geometric Features
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triangle (T3) covers the distance between the outer corners of the eyes and the center

of the mouth. The fourth triangle (T4) is what is known in anatomy as the danger

triangle.26 Such triangle consists of the area from the corners of the mouth to the

bridge of the nose, including the nose and maxilla (the maxilla is the two maxilla

bones forming the upper jaw and palate of the mouth27). The ¯fth triangle consists of

the area from the outer corners of the eyes and the center of the chin. The sixth

triangle consists of the area from the inner corners of the eyes and the center of the

mouth.

Fig. 2. Examples of the images and landmarks (labeled as red) at di®erent ages of the same subject in the

FG-NET database. (a) An image of a subject at age 8; (b) an image of the same subject at age 18.53

Test Image

Building the Facial Feature Vectors by Applying the Mathematical 

Model on the Feature Parameters

Calculating the Triangular Feature Parameters (areas and 

perimeters)

Classification

Retrieve Facial Feature Points Coordinates for the Test Image 

Triangular Feature Extraction

Fig. 1. Block diagram of the proposed system.

A. S. O. Ali et al.
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Fig. 3. The main facial feature points used in the proposed model.

(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) Triangle 1 (T1), (b) triangle 2 (T2), (c) triangle 3 (T3), (d) triangle 4 (T4), (e) triangle 5 (T5)

and (f) triangle 6 (T6).
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2.1. Calculating the parameters of the triangles

Once the coordinates of the facial feature points are retrieved, the Euclidean dis-

tances28 between the facial feature points are calculated in order to compute the

perimeters and areas for each triangle.

As a ¯nal stage, the triangles areas and perimeters are passed to a number of

mathematical equations to create feature vectors for each sample image. The

mathematical equations are discussed in the following section.

2.2. Developing the mathematical triangles relationships

In the science of computational geometry, triangles are considered similar when

their shapes are similar, but not necessarily having identical dimensions.29 Such

scienti¯c fact motivated us to develop mathematical relations between the six tri-

angular areas. There is a massive human population in our planet estimated recently

as about 7 billion. Therefore, it is unrealistic to carry out a direct one-to-one

comparison using the triangles parameters to perform face recognition. As a dif-

ferent approach, we propose the use of a set of triangles proportion ratios. As a

result, a set of 30 mathematical equations are developed. Those equations are used

to estimate the degree of similarity between one triangle and another. Relatively,

any two triangles are considered similar if the following geometric relationship in

Eq. (1) is ful¯lled:

Ai

Aj

¼ p2
j

p2
i

; ð1Þ

where A and p denote the triangles perimeters and areas successively, whereas i and

j are the designations of the two triangles. To develop the triangle similarity pro-

portion (TSP), Eq. (2) is used. The TSP is used to quantify the degree of similarity

between every two triangles, and it is de¯ned as follows:

TSP ¼ Ai � p2
j

Aj � p2
i

; ð2Þ

where TSP denotes the triangle similarity proportion and i and j are positive

numbers representing the triangles indexes such as, i; j ¼ 1; . . . ; 6.

A statistical analysis was carried out over the collected data from the dataset.

The dataset consists of the feature vectors created by using our proposed geo-

metric model. The results of the statistical analysis revealed that there is a con-

siderable distinction in the data related to each di®erent subject. The similarity

proportion between every two triangles is calculated using the TSP. A set of thirty

TSP relationships are calculated for all of the sample images collected from

the FG-NET database and is represented by Eqs. (3)–(32) as illustrated in

Table 1.

A. S. O. Ali et al.
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The output of the TSP relationships is used to build a row feature vector for each

sample image in the dataset. The set of row features vectors related to the same

subject is used to build a class for this particular subject. Since the FG-NET data-

base consists of 82 subjects, a dataset of 82 classes is created.

3. Feature Selection, Classi¯cation and Data Normalization
Techniques

In this section, the ¯rst discussion is on the main concept of data pre-processing and

its applications. Data pre-processing is a ¯rst step for several data mining applica-

tions.30 Then, a number of data pre-processing techniques including normalization,

scaling and standardization are discussed. This is followed by a brief description

of the feature selection and classi¯cation algorithms adopted in the experimental

part which is given in terms of operating parameters. Finally, the FG-NET face

aging database which is used for validation in the experimental part is described in

details.

3.1. Data normalization and standardization

Data normalization usually attempts to give all the features the same weight. Nor-

malization is ideal for classi¯cation algorithms, including neural networks as well as

distance metrics, for example nearest-neighbor classi¯cation and clustering. In dis-

tance-based classi¯cation methods, normalization assists in avoiding features having

massive ranges surpassing features having smaller ranges. Additionally, normaliza-

tion is bene¯cial when there is no prior perception of the data.

Table 1. The TSP equations.

ðT1;T2Þ ¼ ðA1�p 2
2Þ

ðA2�p 2
1Þ

(3) ðT1;T3Þ ¼ ðA1�p 2
3Þ

ðA3�p 2
1Þ

(4) ðT1;T4Þ ¼ ðA1�p 2
4Þ

ðA4�p 2
1Þ

(5)

ðT1;T5Þ ¼ ðA1�p 2
5Þ

ðA5�p 2
1Þ

(6) ðT1;T6Þ ¼ ðA1�p 2
6Þ

ðA6�p 2
1Þ

(7) ðT2;T3Þ ¼ ðA2�p 2
3Þ

ðA3�p 2
2Þ

(8)

ðT2;T4Þ ¼ ðA2�p 2
4Þ

ðA4�p 2
2Þ

(9) ðT3;T6Þ ¼ ðA3�p 2
6Þ

ðA6�p 2
3Þ

(10) ðT2;T5Þ ¼ ðA2�p 2
5Þ

ðA5�p 2
2Þ

(11)

ðT2;T6Þ ¼ ðA2�p 2
6Þ

ðA6�p 2
2Þ

(12) ðT3;T4Þ ¼ ðA3�p 2
4Þ

ðA4�p 2
3Þ

(13) ðT3;T5Þ ¼ ðA3�p 2
5Þ

ðA5�p 2
3Þ

(14)

ðT4;T5Þ ¼ ðA4�p 2
5Þ

ðA5�p 2
4Þ

(15) ðT4;T6Þ ¼ ðA4�p 2
6Þ

ðA6�p 2
4Þ

(16) ðT5;T6Þ ¼ ðA5�p 2
6Þ

ðA6�p 2
5Þ

(17)

ðT2;T1Þ ¼ ðA2�p 2
1Þ

ðA1�p 2
2Þ

(18) ðT3;T1Þ ¼ ðA3�p 2
1Þ

ðA1�p 2
3Þ

(19) ðT4;T1Þ ¼ ðA4�p 2
1Þ

ðA1�p 2
4Þ

(20)

ðT5;T1Þ ¼ ðA5�p 2
1Þ

ðA1�p 2
5Þ

(21) ðT6;T1Þ ¼ ðA6�p 2
1Þ

ðA1�p 2
6Þ

(22) ðT3;T2Þ ¼ ðA3�p 2
2Þ

ðA2�p 2
3Þ

(23)

ðT4;T2Þ ¼ ðA4�p 2
2Þ

ðA2�p 2
4Þ

(24) ðT3;T6Þ ¼ ðA6�p 2
3Þ

ðA3�p 2
6Þ

(25) ðT5;T2Þ ¼ ðA5�p 2
2Þ

ðA2�p 2
5Þ

(26)

ðT6;T2Þ ¼ ðA6�p 2
2Þ

ðA2�p 2
6Þ

(27) ðT4;T3Þ ¼ ðA4�p 2
3Þ

ðA3�p 2
4Þ

(28) ðT5;T3Þ ¼ ðA5�p 2
3Þ

ðA3�p 2
5Þ

(29)

ðT5;T4Þ ¼ ðA5�p 2
4Þ

ðA4�p 2
5Þ

(30) ðT6;T4Þ ¼ ðA6�p 2
4Þ

ðA4�p 2
6Þ

(31) ðT6;T5Þ ¼ ðA6�p 2
5Þ

ðA5�p 2
6Þ

(32)

Age-Invariant Face Recognition Using Triangle Geometric Features
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Typically, data sets are required to be normalized or sometimes standardized to

make the entire variables in proportion with each other. The most popular techni-

ques for feature normalization are:

. Basic rescaling.

. Feature standardization (zero-mean and unit variance for every single feature

within the dataset).

With basic rescaling, the main objective is to rescale the data along each data

dimension to ensure that the ¯nal data vectors are within the range [0, 1] or [�1, 1]

(depending on the dataset). This is often ideal for later processing since several

default parameters (e.g. epsilon in PCA-whitening) deal with the data as if it has

been scaled to some standard range.31

Feature standardization is the process of setting each dimension of the data

(independently) to have zero-mean and unit-variance. This is actually the most

popular approach for data normalization and is often used by supervised learning

algorithms (e.g. with SVMs, feature standardization is usually recommended as an

e®ective preprocessing stage). In practice, feature standardization requires calcu-

lating the mean for each dimension (throughout the dataset) and then subtracting

the mean from each data element in the same dimension. Subsequently, each di-

mension is divided by its standard deviation.32

3.2. Feature selection and classi¯cation algorithms

optimum parameters setup

A number of common classi¯cation algorithms are adopted in our classi¯cation

algorithms, namely: K-nearest neighbor (KNN),33 Naïve Bayes,34 and SVMs.35 For

feature selection, a type of regularized trees feature selection approach known as

random forest feature selection is adopted.36

In our experiments, we adopt the one nearest neighbor (1NN) techniques to

perform nearest neighbor classi¯cation over the dataset. The 1NN classi¯er that

assigns a query image to the class of its closest neighbor in the feature space is the

most intuitive nearest neighbor type classi¯er. As the size of training data set

approaches in¯nity, the 1NN classi¯er guarantees an error rate of no worse than

twice the Bayes error rate (the minimum achievable error rate given the distribution

of the data). The SVMs parameters considered in our experiments, the number of

categories (n), the adopted kernel function, and the accepted error of the SVM (�).

The optimum values of the parameters are consistent with those used in Ref. 37 such

that, n ¼ 82, linear kernel and � ¼ 0:1. For Naïve Bayes classi¯er, two attributes

were selected. The ¯rst attribute enables the use of kernel density estimator rather

than normal distribution for numeric attributes and the second attributes enable the

use of supervised discretization to process numeric attributes for optimum classi¯-

cation performance.38

A. S. O. Ali et al.
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For feature selection the well-known random forest feature selection algorithm is

adopted. Random forest is a classi¯cation method which possesses outstanding ef-

¯ciency. Random Forest was introduced ¯rst by Leo Breiman.36 From a practical

point of view, it can be de¯ned as a classi¯er which combines a collection of classi-

¯cation trees inside an integrated scheme to quantify the signi¯cance of every fea-

ture.36 The output of the random forest feature selection algorithm is often visualized

by the \Gini importance"39 which can also be used as an indicator for feature rele-

vance. Such feature importance's score (Gini importance) o®ers a relative ranking for

the set of features. Random Forest has a tuning parameter, mtry, which is the

number of variables randomly sampled at each node to be considered for splitting.

The parameter mtry is usually chosen to be some function of p, where p is the number

of features in the input data. In our experiments, cross-validation is used to optimize

the choice of the function mtry ¼ fðpÞ and the parameter is de¯ned as: mtry ¼ p=2.

3.3. The FG-NET face aging database

The FG-NET database25 is a publicly available database that has been widely used

for evaluating face recognition across aging algorithms. The database has facial

images collected at ages in the range from 0 to 69. The study used the FG-NET

database in the experiments for validation because it is by far the largest face aging

database that covers such a wide age range. Moreover, the FG-NET database pro-

vides annotated facial landmarks, as well as age information for each image. In this

database, there are 1002 images of 82 subjects.

The age range distribution of the face images in the FG-NET face aging database

is illustrated in Table 2. The table shows the percentages occupied by each age span

from the total number of images in the database.

About 64% of the images were from children (with ages < 18) and around 36% of

the images were from the adults (with ages � 18). For each facial image, there were

68 hand labeled landmarks representing the facial shape. The distribution of the

number of images and subjects in di®erent age ranges is shown in Table 3.

Table 2. Age spans distri-

bution in FG-NET database.

Age Range FG-NET (%)

0–9 37.03

10–19 33.83
20–29 14.37

30–39 7.88

40–49 4.59

50–59 1.5
60–69 0.8

70–77 0

Age-Invariant Face Recognition Using Triangle Geometric Features
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All the face images in the FG-NET database were properly normalized and pre-

processed. The pre-processing stage comprised converting the color input images into

8-bit gray-scale images and normalizing the face images photometrically by elimi-

nating their mean and scaling their pixels to unit variance.40 Finally, pose correction

was performed to the non-frontal face images using the same method adopted by

Mahalingam et al.15 Such method uses AAM technique as proposed by Cootes et al.41

As mentioned before, the images from the FG-NET database are annotated with 68

facial feature points, consequently, a generic model is used to ¯t these points and

calculate the pose of the face.

Finally, pose correction is performed by warping the image onto the model. A

number of pose corrected sample images from the FG-NET database are illustrated

in Fig. 5 where the images in the top row are the original images and the images in

the bottom row are the pose corrected images.

Table 3. The distribution of the number of images and subjects in di®erent age ranges.

Age Range 0–5 6–10 11–15 16–20 21–30 31–40 41–50 51–60 61–70

# of Images 233 178 164 155 143 69 39 14 7
# of Subjects 75 70 71 68 84 35 22 8 4

(a)

(b)

Fig. 5. Pose correction using AAM. (a) Original image, (b) posecorrected image.

A. S. O. Ali et al.
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4. Experiments

The experiments are conducted over the publicly available (FG-NET) face aging

database.25 For classi¯cation, we used WEKA built in classi¯ers (WEKA serves as a

set of machine learning algorithms pertaining to data mining tasks).42

The experiments are conducted in two phases. In the ¯rst phase of the experi-

ments, we investigate the signi¯cance of the proposed geometric features in di®erent

age groups. The main goal of this part of the experiments is to show which features

contribute the most in each age group. For this purpose, the FG-NET database is

divided into three subsets. The three subsets represent childhood, teenage, and

adulthood age groups successively. In the second part of the experiments, a number

of classi¯cation algorithms namely: KNN, Naïve Bayes and SVMs classi¯ers are used

to estimate and validate the performance of the system. In the next section, the

feature selection and classi¯cation experiments are discussed.

4.1. Features selection experiments

The FG-NET database is divided into three subsets based on the protocol adopted in

Ref. 15 for validating face recognition systems over the FG-NET database. The three

subsets are as follows:

. FG-NET-8 consists of all the data collected at the ages between 0 and 8. It includes

290 facial images from 74 subjects, in which 580 intra-person pairs and 6000 inter-

person pairs are randomly generated for veri¯cation.

. FG-NET-18 consists of all the data collected at the ages between 8 and 18. It

includes 311 facial images from 79 subjects, in which 577 intra-person pairs and

6000 inter-person pairs are randomly generated for veri¯cation.

. FG-NET-adult consists of all the data collected at the ages 18–69 and mainly

frontal view. It includes 272 images from 62 subjects, in which 665 interpersonal

pairs and about 6000 intra-personal pairs are randomly generated for veri¯cation.

This protocol of dividing the FG-NET database is used to determine which fea-

tures contribute the most in discriminating between the subjects' classes during each

age group. To accomplish this, Random Forest algorithm is used to quantify the

importance of each feature and to select a subset of the most signi¯cant features

among the thirty extracted features for each age group.

4.2. Classi¯cation experiments

In this part of the experiments, classi¯cation is conducted using three classi¯ers. The

ability of each of the three classi¯ers in discriminating between the classes (which are

built using the proposed geometric features) is evaluated. In pattern recognition,

such procedure is bene¯cial in deciding which classi¯er is the most appropriate for

classifying particular data patterns.43 As mentioned above, classi¯cation was con-

ducted in the WEKA platform by using three supervised learning classi¯cation

Age-Invariant Face Recognition Using Triangle Geometric Features
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algorithms namely: KNN, Naïve Bayes and SVMs. The performance of the three

classi¯ers was evaluated in terms of classi¯cation accuracy, FP rate, precision, recall

and F-measure. This part of the experiments is conducted in four phases. In each

phase, a di®erent data pre-processing method is used.

In the ¯rst phase, feature vectors are scaled by using the min–max method. In the

second phase, the data is normalized by using Z-score method where the normali-

zation is applied by using the global standard deviation and mean of the whole

dataset. Alternatively, the Z-score normalization is performed in the third phase over

each column independently where it requires the normalization of each column of the

dataset by using their individual standard deviation and mean values. Finally, the

feature vectors are scaled by using the unit length rule in the fourth phase. Di®erent

pre-processing techniques are considered to evaluate their e®ect in enhancing the

classi¯cation accuracy for each of the three classi¯ers. All of the above preprocessing

and classi¯cation methods have been tested for performance analysis by using 10-fold

cross validation. In 10-fold cross-validation, the data is ¯rst partitioned into k

equally (or nearly equally) sized segments or folds. Subsequently, 10 iterations of

training and validation are performed in the manners where within each iteration, a

di®erent fold of the data is held-out for validation while the remaining nine folds are

used for learning.

5. Results and Discussion

The results of applying the random forest feature selection algorithm over the three

subsets of the FG-NET database are introduced in this section. The importance of

the 30-feature vectors extracted from each sample image is quanti¯ed by using the

Gini index. The higher the numerical value of the Gini index, the greater the sig-

ni¯cance of the feature. Such factor is signi¯cant as it shows how each feature is

contributing in discriminating between the dataset classes.

Graphs showing the average value of Gini index for each feature in the subsets

are illustrated. The Y axis represents the average Gini index value related to each

feature, whereas the X axis represents the set of features which are given the

designation Fi. The index of the features is represented by i which is a positive

number such that i ¼ 1; . . . ; 30. For example, F1 represents the ¯rst feature in the

data set.

Subsequently, the classi¯cation results over the entire FG-NET database using

di®erent pre-processing methods are illustrated and discussed. The results of com-

bining each pre-processing method with each classi¯er are reported.

Finally, the classi¯cation results for each FG-NET subset are illustrated in terms

of classi¯cation accuracy and FP rate. The data is pre-processed by using Z-score

normalization since it yielded the best results compared with other pre-processing

methods. Moreover, feature selection is performed over the normalized data by using

random forest feature selection method.

A. S. O. Ali et al.
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5.1. Feature selection results

This section shows the results of feature selection that used the random forest al-

gorithm. First, the features selection results for the entire FG-NET database are

illustrated by using graphs. In the graphs, the most important feature among all

other features is highlighted in black to distinguish it from the rest of the features. As

mentioned before, the signi¯cance of the feature is quanti¯ed by using the average

value of the Gini index related to each feature.

The results of applying the random forest feature selection algorithm over the

FG-NET-8 subset are illustrated in the second part of this section. Subsequently, the

feature selection results of the FGN-ET-18 and FGN-ET-Adults subsets are illus-

trated successively.

5.1.1. FG-NET-8 feature selection results

This section discusses the features ranking results for the FG-NET-8 subset. This

subset represents the age group between 0 to 8 years. All the sample images in this

subset are for the subjects' childhood stage. Features selection results for the FG-

NET-8 subset are illustrated in Fig. 6.

The result of the random forest feature selection algorithm shows the top ¯ve

features for this subset are respectively as follows: Feature 18, Feature 20, Fea-

ture 28, Feature 1 and Feature 16. The features ranking of the FG-NET-8 subset

shows that the most important feature is Feature 18 which is produced by using the

following Eq. (33):

F18 ¼ ðTr4;Tr1Þ ¼
ðAr4 � pr21Þ
ðAr1 � pr24Þ

ð33Þ

Feature 18 (F18) represents the TSP between triangle 4 (T4) and triangle 1 (T1) as

illustrated in Fig. 7.

As shown in Fig. 7, F18 incorporates the distances between the inner corners of the

eyes and the tip of the nose. Moreover, it includes the distances between the outer
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Fig. 6. FG-NET-8 feature selection results using random forest.
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corners of the eyes and the center of the mouth. This indicates that the ratio between

those two regions is very important in discriminating between one subject and an-

other during childhood.

5.1.2. FG-NET-18 feature selection results

In Fig. 8, the ranking of the features for FG-NET-18 subset is illustrated. The top

¯ve features are successively: Feature 1, Feature 20, Feature 3, Feature 18 and

Feature 19. The most important feature is Feature 1 (F1) which is represented by

Eq. (34):

F1 ¼ ðT1;T2Þ ¼
ðA1 � p2

2Þ
ðA2 � p2

1Þ
: ð34Þ

It can be seen from Fig. 9 that the most important feature in the FG-NET-18

subset includes the distances between the inner corners of the eyes and the tip of the

nose. It also includes the distances between the center point between the eyes and the

Fig. 7. Feature 18 (F18) triangle combination.
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Fig. 8. FG-NET-18 feature selection result using random forest.
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corners of the nose. This indicates that the ratio between those two regions is very

important in discriminating between one subject and another during teenage period.

5.1.3. FG-NET-adult feature selection results

The result from the random forest feature selection method shows the top ¯ve most

important features in the FG-NET-adult subset are successively as follows: Fea-

ture 1, Feature 11, Feature 2, Feature 13 and Feature 24. This is illustrated in

Fig. 10. The most important feature is Feature 1 which is represented by Eq. (34).

Although the set of the top ¯ve features for the FG-NET-18 and FG-NET-Adult

subsets are di®erent, they share the same most important feature (F1). Such result

indicates that the similarity proportion between T1 and T2 is the most discriminating

feature in the age group (18–69).

Fig. 9. Feature 1 (F1) triangles combination.
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Fig. 10. FG-NET-adult feature selection result using random forest.
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5.1.4. FG-NET complete set feature selection results

The ranking chart of the thirty developed features for the entire dataset is illustrated

in Fig. 11. Features ranking was performed by using the random forest variable

importance algorithm. The top ¯ve features are successively as follows: Feature 1,

Feature 15, Feature 18, Feature 19 and Feature 24.

The most important feature amongst all the age groups was Feature 1 (F1) which

is represented by Eq. (34). Feature 1 is selected from the total set of features related

to the entire database. The database subject of the experiments comprises several

age groups. This means that F1 is the most signi¯cant feature in our model for

di®erent age span.

The values of the most signi¯cant features acquired from di®erent sample images

related to the same subject vary. But, the rate in which the features' values change

due to facial aging is constant for each subject. This is very important in discrimi-

nating between the di®erent classes related to di®erent subjects.

The results of applying random forest feature selection methods over the di®erent

subsets clearly show that for each age group, there are speci¯c facial features that

contribute the most in discriminating between the di®erent subjects. In the subse-

quent phases of experiments, only a set of the 10 most important features for each

FG-NET subset will be considered. The optimized number of the most important

features was determined empirically where the best results were achieved using only

10 features for each age group subset.

5.2. Classi¯cation results

In this section, we discuss the classi¯cation performance of the proposed system over

the three FG-NET subsets (i.e. FG-NET-8, FG-NET-18 and FG-NET-Adult). As

mentioned before, in this set of experiments, three classi¯cation algorithms are used

in the classi¯cation experiments namely, KNN, Naïve Bayes and SVM. Di®erent

methods were used for pre-processing the feature vectors. Accordingly, a separate
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Fig. 11. FG-NET complete set feature selection using random forest.
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table is dedicated for each single pre-processing method results. In all the tables, the

classi¯cation results are introduced in terms of overall classi¯cation accuracy, FP

rate, precision, recall and F-measure. The classi¯cation results of using the min–max

scaling method for pre-processing the features vectors are illustrated in Table 4. The

features vectors were scaled by using the min–max method and then passed to each

of the three classi¯ers separately. The performance of each classi¯er is evaluated over

each of the FG-NET subsets separately.

The classi¯cation results of the three classi¯ers show that recognition is di±cult in

small children (FG-NET-8) age group. In general, all the classi¯ers performed better

over both FG-NET-18 and FG-NET-adult subsets. The KNN classi¯er yielded

the best classi¯cation performance over the three subsets. However, its performance

degraded by about 40% when tested over the FG-NET-8 subset. The performance

of the KNN classi¯er over the FG-NET-18 and FG-NET-Adults subsets was rela-

tively comparable. The same observations hold for the Naïve Bayes and SVM

classi¯ers.

The best performance in terms of classi¯cation accuracy, FP rate, precision, recall

and F-measure was achieved by the KNN classi¯er over the FG-NET-Adult subset.

All the classi¯cation metrics agree on the relative ranking of the results, where the

KNN achieved the best performance, the Naïve Bayes achieved a reasonable overall

classi¯cation performance, followed by the SVM classi¯er.

In the next part of the experiments, the features vectors were normalized by using

Z-score method. The goal of using such pre-processing method is to eliminate the unit

of measurements by transforming the data into new scores with a mean of 0 and a

standard deviation of 1. The classi¯cation results of using the Z-score for normalizing

the dataset are illustrated in Table 5.

Table 5 shows that the ranking of the classi¯ers performances is the same as when

min–max scaling was used for pre-processing. Again the KNN classi¯er evidently

performed better than the other classi¯ers. Using Z-score normalization, the classi-

¯cation accuracy of the KNN classi¯er was increased to above 97% over the FG-

NET-Adult subset and above 96% over the FG-NET-18 subset. Moreover, the KNN

classi¯er achieved a relatively high accuracy over the FG-NET-8 subset. Such results

Table 4. Classi¯cation results using min–max scaling for preprocessing.

KNN Naïve Bayes SVM

Classi¯er

FG-

NET-8

FG-

NET-18

FG-

NET-Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

Classi¯cation

accuracy
(%)

55.50 92.28 95.34 42.90 88.33 86.95 17.40 47.00 56.17

FP rate 0.006 0.002 0.002 0.011 0.002 0.002 0.017 0.012 0.009

Precision 0.559 0.928 0.957 0.453 0.895 0.885 0.258 0.498 0.487

Recall 0.556 0.926 0.953 0.434 0.892 0.87 0.262 0.479 0.562
F-measure 0.551 0.926 0.954 0.435 0.891 0.874 0.248 0.480 0.499
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show that the KNN classi¯er was able to preserve adequate performance over the

three subsets.

It can be observed from the classi¯cation results reported in Table 2 that the

performance of both Naïve Bayes and SVM classi¯ers over the three subsets de-

graded when Z-score normalization was used for pre-processing the features vectors.

However, the classi¯cation results related to the Naïve Bayes and SVM classi¯ers are

in line with the results presented Table 1, where the performance of the two classi¯ers

over the FG-NET-8 is low compared to their performance over the FG-NET-Adult

and FGN-ET-18 subsets.

The classi¯cation results of using the column vector normalization for pre-

processing are illustrated in Table 6. Once again the KNN classi¯er yielded an ad-

equate overall classi¯cation performance over the three FG-NET subsets. However,

its performance degraded by a relatively small margin compared to its performance

when the Z-score was used for preprocessing the feature vectors. The KNN classi¯er

achieved a maximum accuracy of above 94% over the FG-NET-Adult compared to a

maximum accuracy of above 97% in the previous phase.

The classi¯cation results of both Naïve Bayes and SVM classi¯ers improved no-

ticeably during this phase of the classi¯cation experiments compared to the two

previous phases. In particular, The Naïve Bayes classi¯er achieved high accuracies of

above 91% over both of the FG-NET-Adult and FG-NET-18 subsets. Yet, its

Table 5. Classi¯cation results using Z-score normalization.

KNN Naïve Bayes SVM

Classi¯er

FG-

NET-8

FG-

NET-18

FG-

NET-Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

Classi¯cation

accuracy
(%)

88.33 96.67 97.56 47.30 78.21 79.91 15.94 45.20 48.17

FP rate 0.002 0.001 0 0.013 0.003 0.004 0.018 0.012 0.011

Precision 0.886 0.966 0.977 0.497 0.785 0.804 0.181 0.476 0.506

Recall 0.882 0.962 0.976 0.473 0.780 0.799 0.182 0.457 0.482
F-measure 0.882 0.962 0.976 0.479 0.778 0.799 0.180 0.458 0.482

Table 6. Classi¯cation results using column vector normalization.

KNN Naïve Bayes SVM

Classi¯er

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

Classi¯cation

accuracy

(%)

79.07 93.33 94.26 44.50 91.03 91.8 24.60 70.30 72.95

FP rate 0.004 0.001 0.019 0.014 0.001 0.027 0.019 0.009 0.092
Precision 0.790 0.921 0.944 0.518 0.909 0.919 0.166 0.707 0.835

Recall 0.787 0.921 0.943 0.450 0.907 0.918 0.162 0.703 0.73

F-measure 0.787 0.919 0.942 0.445 0.905 0.918 0.147 0.70 0.656
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performance degraded rapidly when it was tested over the FG-NET-8 subset. The

same observation holds for the SVM classi¯er, where its performance degraded by

about 66% when it was tested over the FG-NET-8 subset.

Table 7 illustrates the classi¯cation results for the three classi¯ers over the FG-

NET subsets when the features vectors were scaled by using the unit length scaling

method. At variance o of the classi¯cation results reported in the three previous

classi¯cation phases, the SVM classi¯er achieved the best classi¯cation results over

all the FG-NET subsets. It was able to achieve a maximum classi¯cation accuracy

of more than 86% over the FG-NET-Adult subset and more than 83% over the

FG-NET-18 subset. Yet, it was not able to maintain the same performance over

the FG-NET-8 subset, where its classi¯cation accuracy dropped to 37%.

The performance of the KNN and Naïve Bayes classi¯ers over the FG-NET-Adult

and FG-NET-18 degraded compared to their performance in the previous phase

when the column vector normalization was used for preprocessing. Moreover, their

performance degraded when they were tested over the FG-NET-8 subset.

The best classi¯cation results for all the four phases can be summarized as follows:

. The best classi¯cation performance over the three FG-NET subsets for the nor-

malization of the features vectors by using the Z-score method was achieved by the

KNN classi¯er. The KNN classi¯er was able to achieve a maximum accuracy of

more than 97%.

. Although KNN classi¯ers was able to achieve overall classi¯cation accuracies of

more than 90% when combined with di®erent pre-processing methods, its per-

formance degraded when the feature vectors were scaled to unit length prior to

classi¯cation.

. The KNN classi¯er was able to preserve adequate performance over all of the FG-

NET subsets when the Z-score and the column vector normalization methods were

used for preprocessing. Nevertheless, it performance degraded rapidly over the FG-

NET-8 subset when min–max scaling and scaling to unit length methods were used

for preprocessing.

Table 7. Classi¯cation results using scaling to unit length.

KNN Naïve Bayes SVM

Classi¯er

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

FG-

NET-8

FG-

NET-18

FG-NET-

Adult

Classi¯cation

accuracy
(%)

34.10 77.45 83.48 29.70 75.24 76.89 37.33 83.37 86.22

FP rate 0.015 0.003 0.002 0.015 0.005 0.003 0.013 0.002 0.002

Precision 0.344 0.781 0.849 0.215 0.757 0.804 0.383 0.828 0.884

Recall 0.340 0.773 0.835 0.219 0.750 0.769 0.382 0.824 0.862
F-measure 0.337 0.771 0.837 0.205 0.750 0.777 0.377 0.822 0.856
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. The Naïve Bayes classi¯er achieved the best classi¯cation results over the FG-

NET subsets when the column vector normalization method was used for pre-

processing. It was able to achieve a maximum classi¯cation accuracy of more than

91%.

. The SVM classi¯er performed better than the other two classi¯ers over the FG-

NET subsets when it was combined with the Unit length preprocessing method. It

achieved a maximum classi¯cation accuracy of more than 86%.

. Both the Naïve Bayes and SVM classi¯ers yielded low classi¯cation performance

over the FG-NET-8 subset compared to their performance over the FG-NET-

Adult and FG-NET-18 subsets during all the classi¯cation phases.

. The proposed system maintained adequate and stable performance over all of the

age groups (represented by the FG-NET subsets) when a combination of the KNN

classi¯er and Z-score normalization was used.

Based on the above summary, it can be concluded that the KNN classi¯er and

Z-score normalization method are the optimum preprocessing-classi¯er combination,

thus to be used in conjunction with the proposed model. Accordingly, in all of the

subsequent experiments, the proposed system feature vectors will be preprocessed by

using Z-score normalization and the 1NN classi¯er will be used as the main classi¯er.

5.3. Experiments comparing the performance of the proposed

system with state-of-the-art face recognition systems

and state-of-the-art age-invariant face recognition systems

In the third set of the experiments, the performance of the proposed system (oper-

ating in the veri¯cation mode) is compared with that of some of the popular state-of-

the-art face recognition methods including the local binary patterns (LBPs)44 and

Gabor45 over the entire FG-NET database.

The Gabor ¯lter (Gabor wavelet) represents a band-pass linear ¯lter whose im-

pulse response is de¯ned by a harmonic function multiplied by a Gaussian function.

Thus, a dimensional Gabor ¯lter constitutes a complex sinusoidal plane of particular

frequency and orientation modulated by a Gaussian envelope.46 It achieves an op-

timal resolution in both spatial and frequency domains. The optimum values for the

Gabor ¯lter bank parameters were determined empirically to have the following

values: wave length ¼ 8, orientations degree ¼ 30, 90, 150, phase o®sets degree ¼ 0,

90, aspect ratio ¼ 0:5, bandwidth ¼ 1. The number of orientations and number of

scales for a Gabor ¯lter bank determine the number of desired features according to

the expression (orientation� scale). In our experiments, we considered 8 orientations

and 5 scales as parameters for Gabor method (the popular Gabor parameters, 5

scales� 8 orientations, have been assumed to be the best choice in many studies45,47),

which yields a feature vector of 40 relevant features for each image.

The LBPP ;R is de¯ned on a circular neighborhood allowing changes in the number

of neighbors (P ) and the radius size (R). However, increasing the number of
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neighbors increases the information redundancy and the computational cost, which

is not always resulting in a more discriminant LBP label. Thus, in our experiments

we use the minimum possible values for P and R (i.e. P ¼ 8 and R ¼ 1).

Furthermore, ¯ve of the published age-invariant face recognition systems,

namely: Geng et al.,10 Singh et al.,18 Park et al.,48 Ling et al.,6 Li et al.,49 were

implemented and tested over the entire FG-NET face aging database. The state-of-

the-art age-invariant face recognition systems that were selected to be part of the

validation experiments, have produced relatively adequate results over the FG-NET

as reported by the authors in the literature review.

All the algorithms and systems involved in this part of the experiments were

implemented and tested upon the same platform (i.e. MATLAB R2013a) and the

same system with the following speci¯cations: AMD APU 2.10 GHz, 4.00GB RAM

and �64-based processor.

The veri¯cation tests were run by using the leave-one-person-out (LOPO) scheme

that was adopted by Li et al.49 and Park et al.48 (most commonly used for evaluation

over the FG-NET database). Recognition was then performed by using 1NN clas-

si¯cation to acquire the veri¯cation rate for the proposed approach. In the LOPO

scheme, the entire set of images of a single subject was used as test images and the

rest of the images were used for training the system. Such procedure was performed

for all the subjects to ensure that for testing, each subject was used only once. Also,

the purpose of this evaluation scheme was to make sure that the images of one

subject were not in the training and testing set at the same time. The LOPO was

combined with 1NN technique in a way that every single image of the 1002 (82

subject � 12 images) images of the FG-NET database is used as a query image and

some similarity measure is computed between each query and each of the remaining

1001 images. Then, the identity of the subject presented in the query image is

recovered by using the 1NN match. The result of the classi¯cation is considered true

positive, if the 1NN match corresponds to any of the remaining 11 images of that

particular subject instead of to any of the 891 images related to the remaining

81 subjects.

Statistical 95% con¯dence intervals (CI) for the EER and the veri¯cation rate

(VR) of each algorithm are obtained empirically by bootstrap sampling the outputs

of each algorithm.50,51 The criterion employed for establishing statistical di®erences

in performance while comparing two algorithms is that if the observed quantity for

either algorithm falls within the 95% CI of the other, then the performances of the

two algorithms are regarded as not statistically signi¯cantly di®erent. Otherwise,

they are regarded as signi¯cantly di®erent. The veri¯cation results for the proposed

system, LBP, Gabor and a number of the state-of-the-art age-invariant face recog-

nition systems are illustrated in Table 8.

The veri¯cation results show that the proposed system outperformed the LBP

and Gabor methods by a large margin in terms of EER and VR, followed by face

recognition using Gabor method and LBP respectively. However, the performance of
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LBP surpassed the performance of the proposed system in terms of processing

speed by a relatively small margin. Such result is acceptable since LBP is known to

be computationally e®ective. On the other hand, the speed of the proposed

system surpassed that of the Gabor method. Gabor-based methods su®er from high

computational complexity associated with extracting multiple scales-orientations

¯lters from a single image, which makes it incompetent for speed sensitive

scenarios.45 Nevertheless, the proposed system has reported a minimum processing

time for a complete round of leave-one-person veri¯cation test compared to the other

state of the art age-invariant face recognition systems. The system developed by

Park et al.48 has reported a maximum processing time for a whole round of leave-one-

person veri¯cation test. This is due to the need for building a separate 3D morphable

model to represent the aging texture variations and another 3D morphable model to

represent the facial aging shape variations for each 2D image in the database. In

addition, the need for ¯tting the two 3D morphable models to perform veri¯cation

between a test and gallery image, had a signi¯cant e®ect in increasing the overall

processing time. The system presented by Geng et al.10 was able to achieve com-

parable results to Park et al.48 in terms of veri¯cation accuracy, precision, recall, and

error rates, yet the processing time was 80% less than the processing time reported by

Park et al. The system developed by Geng et al.10 was built by using an AAM and

subspaces which are cost e®ective approaches in terms of computational complicity.

Singh et al.18 system has shown the best performance in terms of veri¯cation accu-

racy and equal error rate compared to the other age-invariant face recognition sys-

tems. Nevertheless, the computational complexity associated with the system has led

to a processing time of more than 90 s for a complete LOPO round due to the

computational complexity associated with the 2D-log Gabor used the developed age

transformation algorithm for validation. The system introduced by Ling et al.6 has

also shown an adequate veri¯cation performance with 77% veri¯cation accuracy and

moderate error rate compared to that of Geng et al.,10 Park et al.,48 and Li et al.49 In

terms of computational complexity, the system operated in a low processing speed

and reported a high processing time of more than 127 s for a complete LOPO round.

This is due to the high computational complexity associated with the pyramid of

Table 8. Veri¯cation results of the proposed system, state-of-the-art face recognition methods, and state-
of-the-art age-invariant face recognition systems over the entire FG-NET database.

Algorithm
Veri¯cation Accuracy
(%) at FAR ¼ 1% CI EER (%) CI

Processing
Time (s)

LBP44 25.00 [22.70 27.20] 37.58 [35.28 39.78] 10.74

Gabor45 35.33 [33.03 37.53] 34.22 [31.42 38.52] 45.35

Geng et al.10 38.80 [35.03 42.27] 32.80 [30.00 37.10] 74.00

Li et al.49 48.00 [45.70 50.20] 27.50 [25.20 29.70] 162.80
Park et al.48 54.60 [50.23 57.47] 21.00 [18.70 23.20] 399.00

Ling et al.6 77.00 [74.00 79.86] 12.50 [11.50 13.40] 127.68

Singh et al.18 85.28 [81.86 88.09] 8.33 [7.16 10.40] 90.70

Proposed method 94.66 [92.69 96.59] 6.51 [4.92 7.22] 13.75

A. S. O. Ali et al.

1556006-24

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

15
.2

9.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
O

T
A

G
O

 o
n 

07
/2

3/
15

. F
or

 p
er

so
na

l u
se

 o
nl

y.



gradient orientation descriptor which divides the image into a grid of cells and for

each of them; it computes a histogram of gradients. Finally, the cells are grouped into

regions called blocks. The system introduced by Li et al.49 has also shown low per-

formance in terms of processing time compared to Singh et al.18 and Geng et al.10 The

system reported an average processing time of about 162 s for a complete LOPO

round. The high computational complexity associated with the system introduced by

Li et al.49 is due to the extensive preprocessing which involves building both shape

and texture models from the 2D face image, simulating both shape and texture aging

patterns in 3D space, and ¯nally, matching the 3D model with a gallery image.

The proposed system was able to achieve the best performance in terms of veri-

¯cation accuracy, equal error rate and processing time compared to the state of the

art age-invariant face recognition systems that are subjected to the veri¯cation test.

However, the system performance in terms of computational complexity and pro-

cessing time needs to be improved to meet the requirements of real-time applications

and to expand the scope of the proposed system applications.

Several physiological studies have demonstrated that facial aging appears in

di®erent patterns in di®erent age groups.3 Whilst facial aging appears as shape

variations in human faces due to the craniofacial growth from babyhood to the

teenage years, it appears more commonly in the form of textural variations such as

changes in skin color, wrinkles and other skin artefacts on mature faces.12 Thus, all

the systems and methods that were involved in the above veri¯cation experiments

were tested over the FG-NET-8, FG-NET-18, and FG-NET-Adult separately. Such

tests assist in evaluating the ability of the systems in handling the variations that

result from di®erent aging patterns in di®erent age groups. The recognition accu-

racies achieved by each method when tested over each of the FG-NET subsets are

shown in Fig. 12.
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Fig. 12. Recognition accuracies reported by the proposed system, the di®erent state-of-the-art face

recognition and state-of-the-art age-invariant face recognition systems over the FG-NET subsets (FG-

NET-8, FG-NET-18 and FG-NET-Adult).
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The results depicted in Fig. 12 are in line with the previous results, the proposed

system presents itself as performing evidently better than the other systems over all

of the FG-NET subsets. The proposed system was able to achieve a maximum

recognition accuracy of 95.68% over the FG-NET-Adult subset and 93.4% over the

FG-NET-18 subset. Such results show that the proposed model is able to work

e®ectively in teenage and adult age groups. However, the proposed system was not

able to deliver similar remarkable performance over the FG-NET-8 subset. This can

be explained by the fact that craniofacial growth occurs in a rapid rate during

childhood than other age groups. This has a signi¯cant e®ect over the size of the

facial features and the way facial features are correlated with each other. Such e®ects

may have a large in°uence over the performance of the proposed system in which it

attempts to model the changes in the size of the main facial features and the dis-

tances between them over the years. Nevertheless, the proposed system was able to

maintain stable recognition performance over the di®erent age groups, as it was able

to achieve high recognition accuracies over the FG-NET-Adult and FG-NET-18

subsets and a relatively good accuracy over the FG-NET-8 subset.

The results achieved by the state-of-the-art face recognition methods and the

state-of-the-art age-invariant face recognition systems are also in line with the LOPO

veri¯cation results. The system introduced by Singh et al.19 shows a maximum

recognition accuracy of 89% over the FG-NET-Adult followed by Ling et al.6

(79.66%), Park et al.48 (56%), Li et al.49 (55.4%), Geng et al.10 (44%), Gabor45 (37%)

and LBP44 (28.3).

In general, the performance of all the methods and systems subjected to the

evaluation degraded rapidly when they were tested over the FG-NET-8 subset.

Again, such results demonstrate that recognition is di±cult in small children (FG-

NET-8) age group.

6. Conclusions and Future Work

This work proposed a novel age-invariant facial recognition system based on a

geometric approach. The proposed geometric model comprises triangular regions

which surround and connect the main facial features (i.e. eyes, nose and mouth). A

set of six triangular features were extracted from each sample's face image by con-

necting particular facial feature points. A total of twelve facial feature points which

represent the main facial features corner and center points were considered in the

proposed model. The coordinates of the facial features points are attached to the

annotated version of the FG-NET database. Later, those coordinates were used to

calculate the areas and perimeters of each of the triangular regions by using the

standard Euclidean distance formula. Subsequently, a set of mathematical rela-

tionships called TSPs was developed to measure the degree of similarity between

every two triangles.

A total of thirty features were created for each sample image in the FG-NET

database by using the proposed TSPs mathematical relationships. The entire feature

A. S. O. Ali et al.
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vectors related to the same subject were used to form a class for each subject. Feature

selection was performed by using the RF algorithm. Di®erent set of the most sig-

ni¯cant features was produced for di®erent age groups by using the RF algorithm.

This indicates that there are di®erent facial aging patterns for di®erent age groups.

The proposed systems' performance was evaluated in terms of classi¯cation ac-

curacy, FP rate, precision, recall and F-measure in the classi¯cation experiments.

Di®erent data pre-processing methods were used with di®erent classi¯ers over the

developed dataset. The system was tested over three FG-NET subsets representing

childhood, teenage and adult age spans. A maximum classi¯cation accuracy of more

than 97% was achieved when the Z-score normalization method was used for pre-

processing the feature vectors and the 1NN classi¯er was used for classi¯cation over

the FG-NET-Adult subset. The system preserved adequate classi¯cation perfor-

mance over all the age groups. Moreover, the performance of the system in the

veri¯cation mode was stable over all the age groups. The proposed system out-

performed the LBP, Gabor and a number of the-state-of-the-art age-invariant face

recognition systems with a maximum veri¯cation accuracy of more than 94% over

the entire FG-NET database. The signi¯cance of the proposed geometric model

exists in its ability of showing the unique craniofacial growth pattern for each sub-

ject. Additionally, such geometric model exhibits the way the main facial features are

correlated with each other through di®erent age spans. The system preserved sim-

plicity since it does not require building aging models or any pre-processing step prior

to performing the recognition task. Such system is promising towards real time

applications that require high performance in addition to low processing time.

In our future work, we are planning to evaluate the proposed system using dif-

ferent feature selection methods in conjunction with multiple classi¯cation methods.

Also, the system will be evaluated over the largest publicly available face aging

database, namely MORPH face aging database, to test the ability of the system in

handling large populations.
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